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Abstract – Recent advancement in wireless communication and microelectronics has enabled the design and development of wireless sensor networks with low cost, low energy consumption and high utilization. Many cluster-based wireless sensor network routing protocols have been proposed. However, most of them take little consideration on communication protection, which is important to ensure the network security. In this paper, a lightweight key management approach is presented. Its analysis shows that this approach is an effective solution to the key management of hierarchical clustered wireless sensor networks.
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1. INTRODUCTION

Wireless sensor networks (WSN) are wireless networks composed of spatially distributed autonomous devices using sensors to cooperatively monitor physical or environmental conditions, such as temperature, sound, vibration, pressure, motion or pollutants, at different locations. Each sensor node in a sensor network is typically equipped with a radio transceiver or other wireless communication device, a small microcontroller, and an energy source, usually a battery. Although the development of WSNs were originally motivated by military applications such as battlefield surveillance, however, due to the deployment flexibility and maintenance simplicity, wireless sensor networks are now used in many civilian application areas, including environment and habitat monitoring, healthcare applications, home automation, and traffic control.

As the applications gain more ground, security issues have also become a hot research topic. In [1], a resource oriented security solution (ROSS) was introduced to protect the network connectivity of heterogeneous clustered sensor networks (HCSNs). The security analysis and performance simulation show that ROSS not only achieves the predefined security goals, but also allows a tradeoff between security and performance cost. In [2], three new mechanisms in the framework of random key predistribution were proposed to address the bootstrapping problem, namely the q-composite scheme, the multipath reinforcement scheme, and the random pairwise scheme. Each of these three schemes represents a different tradeoff in the design space of random key protocols. Eschenauer et al. presented a key management scheme for distributed sensor networks [5]. The scheme is designed to satisfy both operational and security requirements. It relies on probabilistic key sharing among the nodes of a random graph and uses simple protocols for shared-key discovery and path-key establishment, and for key revocation, re-keying, and incremental addition of nodes. Paper [6] proposed the localized broadcast authentication in large sensor networks to take full advantage of roles of network nodes and local information in a sensor network, and to provide an alternative solutions regarding tradeoff between verification delay and broadcast overhead for satisfying applications with different requirements. A new protocol was introduced in [9] to construct the shared session key in wireless sensor network. This protocol has great scalability in simulation because the time needed to finish key negotiation does not depend on the number the sensor nodes. It can also save power by reducing the number of transmissions. The security attributes of wireless ad hoc networks were discussed in details in [15].

A WSN has some unique characteristics, such as limited computing power, mobility of nodes, large scale of deployment, unattended operation, limited communication bandwidth, and limited storage resources [7][10][12]. These characteristics plus high risk of physical attacks to unattended sensors pose challenges to security in WSN. Moreover, in some deployment scenarios sensor nodes need to operate under an adversarial condition. Security solutions for such applications depend on the existence of strong and efficient key distribution mechanisms. It is infeasible in uncontrolled environments, to visit a large number of sensor nodes, and change their configuration. Therefore, the use of a single shared key in whole WSN is not a good idea because an adversary may easily obtain the key. Thus, sensor nodes have to adapt to their environments, and establish a secure network by using pre-distributed keys or keying materials, exchanging information with their immediate neighbors, or exchanging information with computationally robust nodes.

Key distribution is an important issue in WSN design. It is a newly developing field due to the recent improvements in wireless communications. Two major types of cluster-based key management protocols are widely used in sensor networks: One is the low-energy key management protocol, introduced by Jolly et al.[8] The other is the lightweight key management protocol, proposed by Eltoweissy, et al. [3][4] However, these two protocols suffer the following security issues:

(1) All the cluster nodes are randomly assigned to
cluster heads before the network is deployed. When the network is in operation, key information is exchanged mainly through the communication between cluster heads. The weakness of this approach is that once a cluster head is compromised, the entire cluster will be broken by simple DOS attack.

(2) These two protocols all assume fixed cluster heads in a WSN, and require cluster heads to possess big storage capacity and high computing power. They assume that cluster heads can be decided before deployment, and the cluster heads will not change during the operation. This assumption is obviously not consistent with most clustered network routing protocols. It is also against the core design objective of a WSN – being energy efficient, because if the network cannot dynamically select cluster heads to balance energy consumption, the nodes that are far away from the cluster heads will exhaust their energy first and the network will contain "blind spots".

In this paper a dynamic key management protocol is proposed to satisfactorily resolve the above two issues. The protocol assumes that the wireless sensor system has already been equipped with effective security detection mechanisms, which can decide if a sensor node is compromised or has used up its energy.

The rest of the paper is organized as follows: Section 2 presents the new protocol with its key management mechanism and operation procedures. Section 3 analyzes the performance of the new protocol. Section 4 summarizes the paper.

2. A NEW KEY MANAGEMENT PROTOCOL

In this section, we introduce our dynamic key management protocol. We first make some assumptions on the network entities, and then present the protocol and show how it works step by step.

The key management protocol presented in this section uses a symmetric key system, and consists of the sub-protocols that define how keys are distributed, added, revoked, and updated during the life time of the sensor network.

2.1 Assumptions on Network Entities

Again, we assume that the functionality of intrusion detection is available (e.g., tamper detection, network intrusion detection) to the command node, although we are not aware of any intrusion detection for sensor networks and although we do not specify how one is going to work. Besides, the sensor nodes and the base stations are randomly distributed and are not aware of the topology prior to the deployment.

Sensor Nodes: Each sensor node is assigned a unique ID number by the base station and a main key $K_{share}$ before it is deployed. Sensor nodes communicate with the base station using the key encrypted data. Node ID number and key $K_{share}$ are saved in the base station. A base station in the network is allocated with an initial key $K_{init}$ when the sensor nodes are first clustered. The key is erased from memory after the clustering is completed.

Cluster Head: A cluster head is a sensor node with better resources and may be used to collect and merge local traffic and send it to the base station. During the network operation, the cluster head is responsible for the integration of all cluster node data and transmitting the data to the base station. The communication between the cluster head and cluster member nodes uses authentication key $K_c$ for encryption. The first cluster head does not know the share main key $K_{share}$ among cluster members.

Clusters: A cluster is composed of a cluster head and node members. Each cluster has a unique cluster ID number and a cluster key $K_c$. Cluster nodes communicate with their cluster head directly, and there is no data exchange between sensor nodes. Because Exclusion Basis Systems (EBS) provide a framework for scalable and efficient group key management [11], the EBS group key management algorithm is used to ensure that when one or more nodes are captured, the need to send information for updating keys is optimized, and for each node the need for storing the cluster management group key is minimized.

Base Stations: A base station is typically a gateway to another network, a powerful data processing/storage center, or an access point for human interface. Base stations collect sensor readings, perform costly operations on behalf of sensor nodes and manage the network. In some applications, base stations are assumed to be trusted and tamper-resistant. Thus, they are used as key distribution centers.

2.2 EBS Subsets

Group key management protocol in the traditional network has received extensive research. Typical protocols include the logic level binary tree (LKH) protocol, introduced by Wallner et al. This protocol is simple and flexible in management, and each group member node only needs to keep $\log_2(N)$ (N: number of members nodes in the group) keys to update key group, but the group needs to keep $2^{\log_2(N)}$ keys. When a group has a large number of members, the required storage space is very big. The EBS group key algorithm is introduced to address this issue. With this new group key management protocol, the storage efficiency is nearly doubled compared with LKH.

As defined in [11], an EBS is a collection of subsets of the set of members. Each subset corresponds to a key and the elements of a subset are the nodes that have that key. An EBS of dimension (N, K, M) represents a situation in a secure group where there are N members numbered 1 through N, and where a key server holds a distinct key for each subset. If subset $A_t$ is in the EBS, then the key $K_t$ is known by each of the members whose number appears in the subset $A_t$. Furthermore, for each $t \in [1, N]$ there are M elements in the EMS whose union is $[1, N] \setminus \{t\}$. This means that the key server can evict any member $t$, re-key, and let all remaining members know
the replacement keys for the K keys they are entitled to know. This is done by multicasting M messages encrypted by the keys corresponding to the M elements whose union is \([1, N] - \{t\}\). Each new key is encrypted by its predecessor in order to limit decipherability only to the appropriate members.

To construct subsets of the EBS, a canonical enumeration method \([3]\)[4] is used: we consider all possible ways of forming subsets of K objects from a set of \(K + M\) objects. For the sequence of bit strings in Canonical(K, M) we form a matrix A, where K and M are understood, and whose \(C(K + M, K)\) columns are the successive bit strings of \(K + M\) length, each with K ones. “A” is called the canonical matrix for EBS(N, K, M). For example, the canonical matrix A for EBS(8, 3, 2) contains the enumeration of all \(C(5, 3)\) ways to form a subset of 3 keys from 5 keys, as shown in Table 1.

### Table 1. Enumeration matrix for EBS(8,3,2)

<table>
<thead>
<tr>
<th>M1</th>
<th>M2</th>
<th>M3</th>
<th>M4</th>
<th>M5</th>
<th>M6</th>
<th>M7</th>
<th>M8</th>
<th>M9</th>
<th>M10</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>T2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>T3</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>T4</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>T5</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

After matrix A construction is completed, each row of the table corresponds to a subset \(T_i\), where an entry 1 in the row means that the subset contains the corresponding node. Because \(N = 8\), M9 and M10 are useless. Therefore, in Table 1 \(T_1 = [5, 6, 7, 8]\), \(T_2 = [2, 3, 4, 8]\), \(T_3 = [1, 3, 4, 6, 7]\), \(T_4 = [1, 2, 4, 5, 7]\), and \(T_5 = [1, 2, 3, 5, 6, 8]\). It is easy to prove:

\[
[1,8] - [1] = T_1 \cup T_2, \\
[1,8] - [2] = T_1 \cup T_3, \\
[1,8] - [3] = T_1 \cup T_4, \\
\ldots
\]

Therefore, when any one node exits from the network, only two subsets of nodes need to send messages to update their keys. Moreover, the protocol requires only five management keys, while LKH needs 15 keys. This helps save storage space and reduces the need to generate key computation.

In this protocol, when the base station constructs EBS(N, K, M) model, the parameters N, K, and M can be raised in value such that more management keys are generated. This way when new nodes are admitted to the clusters, the spare keys can be used directly instead of generating new keys.

### 2.3 Key Management Procedure

A key management procedure is an essential constituent of network security. Symmetric key systems require the keys to be kept out of reach of the adversary \([8]\). That being said, because sensor networks are constrained by limited resources and computation capacity, it is important to balance the security level with these constraints. A good key management protocol must pay attention to the balance.

Below listed are notations used in our key management protocol:

- **B** base station
- **C_j** j-th clusters
- **S_i** i-th sensor node
- **H_j** head of the j-th cluster
- **ID(S_i)** ID of the i-th sensor node
- **ID(C_j)** ID of the j-th cluster
- **K_{share}(S_i)** the key shared between the i-th sensor node and the base station
- **K_{auth}(C_j)** authentication key of the j-th cluster
- **Mem(C_j)** members of the j-th cluster
- **Mem(C_j)i** the i-th node in the j-th cluster
- **K_{eks}** EBS management key set
- **E(K,M)** message M encrypted with key K

\[||\] concatenation operation

#### A. System Initialization

After nodes are deployed to their physical environment, they first report to the base station their physical locations, and then the network starts to select cluster heads. According to the cluster head selection algorithm, each node decides if it is capable of serving as a cluster head. If so, the node broadcasts a Hello packet. The packet must be authenticated. Therefore for the first cluster formation process we use the initial key \(K_{init}\) to encrypt the Hello packet.

\[H_j \rightarrow broadcast : E(K_{init}, Hello)\]

When a node receives the message, it replies to the cluster that it intends to admit. The reply includes its ID and its response content \(Ack\).

\[S_i \rightarrow H_j : E(K_{init}, ID(S_i) || Ack)\]

Finally, the cluster head assigns IDs to all nodes that intend to join in the cluster and sends the information to the base station. The base station constructs EBS structure for the cluster, assigns the cluster ID, and generates the cluster key and associated management key. According to the EBS structure, the base station uses the shared main
key $K_{\text{share}}$ to encrypt data exchanged with the cluster head and sensor nodes within the cluster. All encrypted data are sent to the cluster head. The cluster head keeps the segment of the data that is intended for it and passes other parts of the data to other nodes. Upon the completion, all nodes delete key $K_{\text{init}}$ from their memory. The initial clustering is then finished and the entire logic structure of the WSN is saved in the base station.

$$H_j \rightarrow B : E(K_{\text{share}}(H_j), ID(S_j)) || ID(S_n)$$

### B. Cluster Head Update

After a period of time of operation, the system re-selects the cluster head. Different from the initial cluster head selection, the key $K_{\text{init}}$ has already been erased for security reasons. When a potential new cluster head broadcasts a Hello packet, there is no shared key between this node and other nodes. To solve this problem, one of the options is the use of $\mu$ TESLA (micro Timed Efficient Streaming Loss tolerant Authentication Protocol) security broadcasting agreement: Before the new cluster head broadcasts a Hello message, it sends a request message to the base station for a key, and then uses this key to encrypt the data for broadcasting. After a while, the base station broadcasts the key to all nodes. Although this approach can guarantee data integrity, a malicious node may broadcast useless information to keep other nodes busy in receiving and saving the data until they run out of energy.

As shown in Figure 1, the network has three clusters with cluster heads $H_1$, $H_2$ and $H_3$, $H_{\text{new}}$ is to be the new cluster head. According to the physical location of the new cluster and the coverage of the cluster head signal, the base station can calculate out that $H_{\text{new}}$ broadcast signal could reach the three adjacent clusters. So we can use the cluster keys of these three clusters to encrypt the Hello packet for authentication. The concrete steps are as follows:

1. The new cluster head sends a request to the base station via its current cluster head for the keys of adjacent clusters. ($\text{App}$ represents the request.)

$$H_{\text{new}} \rightarrow H_2 \rightarrow B : E(K_{\text{share}}(H_{\text{new}}), \text{App})$$

2. When the base station receives the request, it determines that the new cluster head is able to reach the three adjacent clusters based on the location of the new cluster head. Hence it sends the keys of the three clusters to the new cluster head.

$$B \rightarrow H_2 \rightarrow H_{\text{new}} : E(K_{\text{share}}(H_{\text{new}}), K_{\text{c}}(C_i)) || K_{\text{c}}(C_i)$$

3. The cluster head encrypts the Hello packet with the received keys and broadcasts the packet to the three clusters.

### C. Add or Delete Nodes

When a new node is to join in the network, it needs to report to the base station its physical location. Then the base station finds its nearest cluster and sends the cluster key to the new node, and then notifies the cluster head to broadcast the Hello packet to the new node. When the new node receives the message, it uses the received cluster key to decrypt the message, and then compares the strength of signal to make a decision to request to join the cluster. When the cluster head receives the request, the base station assigns a spare EBS key to the node to apply. The process is completed.

When a node is failed, it must be excluded from the network. If it is an ordinary node, the only thing to be...
done is that the base station generates a new cluster key and dispatches it to all nodes using the EBS key distribution method. If the failed node is the cluster head, for example, H2 of cluster 2 in Figure 1, then the base station needs to generate a new key for cluster 2 and remove H2 from the cluster, and then use the new key to encrypt the keys of cluster 1 and cluster 3 and send them to all nodes in cluster 2. After that, the base station requests H1 and H3 to broadcast Hello message encrypted with their cluster keys. The rest of the process is similar to that of a new node joining the network.

3. Protocol Performance

In the presented protocol, any node in a running state only needs to keep a main key, a cluster key and a management key. The cluster head does not need to keep pair keys with cluster nodes. At the same time, the optimal EBS group key management algorithm eases the management cluster key storage burden and reduces the communication load when updating cluster keys. During the operation of the network, the majority of computation with the EBS algorithm is done by the base station. Therefore, the cluster head needs neither large storage space nor powerful computation capability. Any sensor node can serve as a cluster head.

In the protocol, the issue that broadcasting data is hard to encrypt during the cluster head update is resolved by using the adjacent clusters’ keys based on the knowledge of physical locations. This ensures the security of data broadcasting. The attackers cannot use forged data to launch DoS attacks. They have no chance of being selected as the cluster head either to use worms to attack the network.

During the network operation, the actions that the new cluster head requests the keys of adjacent clusters, that nodes accept the invitation from the new cluster head, and that the base station distributes new cluster’s management data are all done through the current cluster head. There is no violation of communication rules and no damage to the logical structure of the network. This not only ensures the security of data communications, but also lowers the complexity of the communications procedures of the base station, and reduces the risk of attack.

The protocol also possesses good scalability. For a new node, only a main key is needed. The new node can select the optimal cluster to join in. Also due to the introduction of EBS protocol, when a failed node is to be deleted, the process can be finished by a few key update messaging only. If a cluster head has to be deleted, the nodes in the cluster will be managed by adjacent clusters. After a short period of time, the network will update cluster heads. Then the network will return to the normal status of operation.

A default assumption of the protocol is that each sensor node is able to know its physical location. This represents a constraint to the application of the protocol.

4. Conclusion

As the applications of wireless sensor networks gain more ground, security issues have also become a hot research topic. This paper discussed the clustered WSN key management protocols and proposed a new protocol which is suitable for the key management of dynamic clustered networks, based on their operation mechanisms. The proposed protocol addresses the network security issues with cluster head update. It is distinguished with low power consumption, less computation workload and enhanced security. Besides, the protocol uses a symmetric key system, and consists of the sub-protocols that define how keys are distributed, added, revoked, and updated during the life time of the sensor network.

The protocol assumes that each sensor node is able to get its location information, which is currently a major restriction to its application.

Our next step is to design and develop an experiment software system to quantitatively study the proposed protocol’s performance and compare it with that of other existing protocols.
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