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Abstract—Natural and human-made disasters create unparalleled challenges to Disaster Situation Management. We describe two important information technology solutions meeting these challenges: distributed situation-driven disaster relief operations management and a multi-agent architecture scalable to large numbers of interacting agent platforms. To address limitations of event-driven cognitive processing, we extend the Belief-Desire-Intention multi-agent systems model with the capability of situation awareness. We describe how the key functions of event collection, situation identification, and situation assessment are implemented in a multi-agent systems architecture suitable to the characteristics of large-scale disaster recovery. To meet the requirements of large-scale agent systems, we propose an integrated agent platform with a peer-to-peer overlay which combines the semantic discovery mechanisms of agent systems with scalability to thousands of nodes of peer-to-peer overlays.
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1. INTRODUCTION

Natural and human-made disasters create unparalleled challenges to the response, relief and recovery operations. Effective Disaster Situation Management (DSM) is a critical factor in meeting those challenges. DSM is a complex multi-dimensional process involving a large number of mobile inter-operating agents - teams of humans and systems.

The conventional DSM practice involves various, often loosely coupled databases, event monitoring and dispatch systems, public or private voice and data communications systems (over fixed or wireless lines), and public emergency announcement systems. During the last decade significant progress was made in the development and deployment of integrated disaster information monitoring systems, including weather, earthquake, fire, chemical, radiological and biological activity monitoring systems. Experimental computer supported cooperative work systems were developed for planning the routes and dispatching the emergency medical, fire, and police vehicles. The introduction of GPS and GIS added significant functionality to the disaster monitoring and emergency team dispatching systems. In recent years the progress in miniature low-powered sensors and sensor networks, unmanned aerial vehicles (UAVs), geo-spatial information systems, wireless broadband communications, and new emerging solutions of cognitive information processing, situation management, distributed computing, and agent technologies has opened opportunities for new solutions for DSM.

The Multi-Agent System (MAS) [41] has been widely recognized as an effective solution in modeling large number of dynamic interacting entities due to (a) the distributed organizational framework of MAS, (b) the use of perceptual and reasoning models of mobile intelligent agents, and (c) the natural fit to model collaboration between the teams of agents. Such characteristics of MAS directly fit the requirements of DSM. Several different architectures of MAS have been proposed, including the Belief-Desire-Intention (BDI) agent architecture [3][33]. Since its introduction, the BDI model has experienced several functional advancements; however recent attention to the operation of large-scale distributed dynamic systems have revealed a weakness of the BDI model, namely the lack of an adequate capability to cope with complex operational situations.

In this paper we focus on cognitive aspects of DSM and require a cognitive-level MAS that is organized in a reactive situation-driven architecture, supports heterogeneous and varying populations of agents, and scales to many thousands of interacting agent systems, where each system might have many agents. These results draw on our previous work in developing the situation management paradigm [19][20], applying situation management to homeland security [5], exploring various facets of situation management in disaster relief operations [6], defining the BDI-SM model [4], defining the general coupling of agent systems with service-oriented peer-to-peer architecture [7], and developing efficient mechanisms for low-latency large-scale peer-to-peer overlays [8].

The rest of the paper is organized as follows. Section 2 describes an overall model for DSM applied to medical relief operations. Section 3 explains the situation management paradigm and its relation to disaster recovery operations. Decomposition of the DSM model into a multi-agent system is described in Section 4. Sections 5 presents the agent model using the Belief-Desire-Intention paradigm and a sample medical relief ontology for the BDI agents. Section 6 describes the BDI-SM realization in several BDI agent languages. The use of the BDI-SM agent system in a large-scale peer-to-peer overlay network is described in Section 7. The last section concludes the paper.
2. CASE STUDY: DISASTER MEDICAL RELIEF OPERATIONS MANAGEMENT

2.1 Understanding Medical Relief Operations

A critical element of disaster recovery is medical relief to provide treatment and support to those injured due to the disaster or whose previously sustained conditions or vulnerability (e.g., elderly or displaced patients) place them in medical jeopardy due to the disaster. Medical relief operations include field mobile ambulatory aid, evacuation processes, emergency hospital operations coordination, and logistics support for medical supplies and equipment.

The scale of the disaster determines the number of participating relief organizations, the extent of use of extra-regional medical teams, and the overall complexity of the coordination and communication. In the case of recovery involving international teams, language and equipment differences compound the communication problem. The scope of the disaster may frequently make local medical facilities inoperative, and it may place relief teams in hardship conditions or at risk due to infrastructure damage and unknown conditions, limited food and water supplies, societal breakdown, and lack of law enforcement support.

At the information level, there is a significant distribution of data across teams of people, systems, information sources, and environments, and the ongoing data collection and changing state makes the overall picture very dynamic. Further, there is a strong benefit to the overall effort if different teams can share relevant information. For example, in order to perform effective provisioning of field medical services, the mobile ambulatory teams need to develop a common understanding of the medical situation on the ground, share road and access information, and coordinate medical relief and evacuation operations.

Specific tasks that need to be supported in an automated DSM system include:
- Overall planning of the medical recovery effort including sizing, personnel, equipment and supply requisition
- Dispatching, scheduling, and routing of mobile ambulatory and other emergency vehicles
- Evacuation of victims
- Prioritization of relief operations
- Maintenance and well-being of relief personnel
- Resource allocation
- Coordination and communication between medical teams and to other relief operations

DSM (Figure 1) constructs a real-time constantly refreshed Situation Model from which relief operations can be planned and updated. The Situation Model contains a knowledge-level view of the disaster from the medical

![Fig. 1. Closed-loop disaster medical relief operations management using DSM](image-url)
relief perspective, using an ontology specifically designed for that domain. The model is created and updated by a constant flow of events and reports collected from the operational space. These events include both human intelligence and signal intelligence. Because of the large amount of raw data being collected, the event stream needs to be processed and correlated to produce “situational events”, i.e., events at the domain level. This reduction and inference step is performed by an information correlation stage. We describe later in the paper how the information correlation function and the situation assessment function can be distributed in MAS architecture.

Integrated with the real-time Situation Model are decision support systems (DSS) for medical relief operations. The DSSs rely on the Situation Model and operations staff oversight to manage the scheduling, dispatching, routing, deployment, coordination and reporting tasks. A chain of distributed communication and control systems leads from the DSSs to the medical personnel in the field to direct the execution of these tasks.

Medical relief organizations have the responsibility and expertise to prepare for disaster recovery in many different scenarios, which includes defining goals and policies, enforcing legal and regulatory requirements, and specifying deployment plans. These goals, policies, requirements and plans are incorporated into the DSM knowledge base and are used by the situation awareness function and DSS to ensure plans, actions, and priorities are formed consistently.

2.2 Control Path from Relief Actions to Refined Data Collection

DSM (Figure 1) adapts to requests and feedback from medical relief personnel and DSS, as indicated in the reverse path. These requests can lead to refinement of the Situation Model, meta-level guidance to the information correlation function, and a focus on specific sensor data.

As an example, consider that a particular assessment of a situation will likely contain missing or uncertain information, although enough information is present to maintain a sufficient confidence level in the assessment. The missing information may be uncovered by the DSSs or Operations Implementation function, as shown in Figure 1. A message may be sent back to the Correlation function indicating a high-priority or crucial need for the missing information, upon which the Correlation function takes action to obtain or verify it. If verification is not forthcoming, the situation assessment remains as is and the request remains outstanding. If verification is indeed forthcoming, the situation assessment may change and the results may affect the Operations Implementation function.

2.3 An Emergency Situation Recognition Scenario

Assume that an earthquake of magnitude of 7.2 in Richter scale happened with an epicenter of 2.5 miles from a major industrial city, causing significant damage to roads, bridges, power stations, buildings, water supply lines and other vital infrastructure elements. In addition, ammonia escaped from a refrigeration plant forming a toxic cloud over a densely populated area in the city. Two medical emergency vehicles (MEV) were dispatched to a certain disaster area using alternative routes, a direct route although through the contaminated area, and a detour route with moderately damaged but still relatively safe road conditions.

An emergency situation during this medical relief and rescue operation could be recognized using the following situation recognition rule, which is described in a language similar to CLIPS [10]. Suppose an operations coordination event message of type A was issued at time t1 from the first MEV ?mev1, but during the following 10-minute interval an expected event of type B was not issued by the second MEV ?mev2. The events to be correlated, then, are A and not-B. Note that not-B is treated formally as an event. An additional constraint is that MEV ?mev1 and ?mev2 belong to a team. This constraint is expressed by a grouping object GROUP with identified group type and parameters. The time constraint between events A and not-B is implemented using a temporal relation AFTER.

SituationRecognitionRuleName: EXPECTED-EVENT-RULE
Conditions:
- MSG: EVENT-TYPE-A ?msg1
- TIME ?t1
- VEHICLE: VEHICLE-TYPE-MEV ?mev1
- Not MSG: EVENT-TYPE-B ?msg2
- TIME ?t2
- VEHICLE: VEHICLE-TYPE-MEV ?mev2
- GROUP: GROUP-TYPE-MEV ?mev1 ?mev2
- AFTER:?t1 ?t2 600

Actions:
- AssertSituation:
  - LOST-MEV-CONTACT-SITUATION
  - VEHICLE1 ?mev1
  - VEHICLE2 ?mev2
  - EVENT1 ?msg1
  - EVENT2 ?msg2

If the conditions of the rule EXPECTED-EVENT-RULE are true, then the situation LOST-MEV-GROUP-CONTACT-SITUATION is asserted into the event correlation/situation recognition process memory.

Below is given a relatively simple association between a situation and a possible action plan, where the situation LOST-MEV-GROUP-CONTACT-SITUATION has an embedded action, which invokes plan SEND-EMERGENCY-HELICOPTER.

SituationName LOST-MEV-CONTACT-SITUATION
SituationClass MEV-SITUATION
Parameters
- VEHICLE1
- VEHICLE2
- EVENT1
- EVENT2
Affecting

3. SITUATION MANAGEMENT AND MODELING

Situation Management (SM) is defined [19][20] as a synergistic goal-directed process of (a) sensing and information collection, (b) perceiving and recognizing situations, (c) analyzing past situations and predicting future situations, and (d) reasoning, planning and implementing actions so that a desired goal situation is reached within some pre-defined constraints (Fig. 2).

A world situation is an aggregated state of entities and inter-entity relations of the world, which are observable at a specific time period. A world situation model is a representation of situations happening in the world.

Formally a situation is defined as follows.

Let $e$ be an entity $e \in E_i$, where $E_i \subseteq U$ is a subclass of all entities of the universe $U$. Each entity $e$ is represented by its arguments $\{a_1, a_2, \ldots, a_p\}$ with a corresponding set of argument value domains $\{v_1, v_2, \ldots, v_p\}$. Among all entity arguments we will define a subset called situational arguments. The semantics of situational arguments is declared or computed depending on the particular operational context of the application.

Importantly, entities are time-dependent objects with their time of creation $t$, lifespan $\delta(t, t')$, and time of elimination $t'$. Consequently, the attribute value of an entity is defined only during the existence of the entity, i.e. $a_i(t), t \in \delta$. Now, the situation $S_e$ on entity $e$ during time $d$ is defined in the following inductive way:

$$S_e(d) = \{a_1(t), a_2(t), \ldots, a_p(t) | v_1(v_1), v_2(v_2), \ldots, v_p(v_p), \forall (t, t') \in d, a_1(t'), a_2(t'), \ldots, a_p(t') \}$$

where $d \subseteq \delta$ is the duration of the situation. We call $B=\{e\}$ the base of the situation.

Complex situations could be constructed from other situations using set-theoretical union and inter-section operations, as follows:

If $S_{B_1}(d_1)$ and $S_{B_2}(d_2)$ are two situations, where $B_1, B_2 \subseteq U$ and $d_1, d_2$ are subsets of common life-spans of all entities in $B_1, B_2$, correspondingly, then,

$$S_{B_1}(d_1) \cup S_{B_2}(d_2)$$

are situations where $d=d_1 \cap d_2$, and correspondingly $B=B_1 \cup B_2$ and $B'=B_1 \cap B_2$.

In defining the notion of a situation, let us provide some explanations. First, we intentionally omitted to mention relations $R \subseteq E_1 \times \ldots \times E_n = \{(e_1, \ldots, e_n) | e_i \in E_i, \ldots, e_i \in E_1\}$, since we will handle a relationship and corresponding entities as a higher-level entity with the use of an aggregation operation. Second, while considering situations, we look on a subset of all entities, called active entities. Like situational arguments, the semantics of active entities is declared or computed depending on the specific operational context. Due to our notions of active entities and situational arguments, multiple different situations can be defined on the same set of entities.

Further discussion of the formal model of our definition of situations is described elsewhere [20].

Different situation definitions can be found in the literature. For example, McCarthy’s situation calculus [28] uses a state-based approach, where a situation is considered a snapshot of a complete world state at a particular time. Pirri and Reiter [31] defined a situation as a sequence of actions enabling calculation of the current state knowing the initial state and the sequence of actions transforming the initial state. Reiter’s definition was introduced with planning tasks in mind, e.g., robot action planning. Yet another definition uses fluents [1], i.e., situation-dependent functions to define the situations.
definition of a situation is closer to McCarthy’s definition but assumes active entities and situational arguments as the primary constructs.

The functions of situation awareness considered as a part of the overall SM process (Figure 2), have been studied by several authors, most notably by M. Endsley [13], who defined the basic concepts of situation awareness: perception, comprehension and projection.

4. MULTI-AGENT SYSTEMS APPROACH TO DSM

4.1 Basic Principles of the Approach

We see situation management (Fig. 2) as a closed-loop process (Fig. 3), where primary information is sensed and collected from the managed operations space (the World), then analyzed, aggregated, and correlated in order to provide all required inputs for the situation recognition process. During the next step the reasoning processes are performed to select predefined plans or automatically generate them from the specifications embedded in the situations. Finally the actions are performed to affect the World. As the World gets affected, new information about the World is sensed and the process is repeated.

The reasoning and situation recognition steps in the SM control loop are performed by agents of the MAS. The principle components of our MAS approach to DSM then are (Fig. 3):

- General Situation Management Control Loop
- Distribution and Specialization of Agents
- Agent Teams and Control
- BDI-SM Agents

The distribution and specialization of agents in the DSM environment involves mapping the physical agents (i.e., vehicles, robots, human teams, medical equipment) into the abstract framework of the MAS. This task involves considerations including agent granularity, relative autonomy of physical agents, information sharing, network capacity, energy consumption, and security. The structure of the DSM operations fits the MAS organization, where distributed agent teams (communities) having peer-to-peer decentralized internal communication among the agents are coordinated externally by a higher-level agents (Fig. 3).

In this paper we introduce the BDI-SM agent model where the paradigm of classical plan invocation by a single event [41] is replaced by an enhanced model, where plans are invoked by situations. As illustrated in Figure 1, the DSM domain is characterized by undertaking actions that in most cases require simultaneous analysis of multiple events. The introduction of the paradigm of plan invocation by a situation has specific importance to the DSM domain, since it enables initiation of plans not on a basis of a single event, but taking account the patterns of multiple events. Such event patterns will be recognized due to the use of event correlation.

4.2 Abstract BDI Agent

The Belief-Desire-Intension (BDI) model was conceived as a relatively simple rational model of human cognition [3]. It operates with three main mental attitudes (Fig. 4): beliefs, desires and intentions, assuming that human cognitive behaviour is motivated by achieving desires (goals) via intentions providing the truthfulness of the beliefs.

As applied to agents, the BDI model received concrete interpretation and a first order logic based formalization in [33]. Among many BDI agent models, the dMARS formalism serves as a well-recognized reference model for BDI agents [10]. Since we use the dMARS framework as a starting point to our approach on situation-aware BDI agents, we will informally sketch the basic notions of dMARS. A BDI agent is built upon the notions of beliefs, desires, events, plans and intentions.

Beliefs are the knowledge about the World that the agent possesses and believes to be true. Beliefs could be specifications of the World entities, their attributes, relations between entities, and states of the entities, relations. In many cases, the agent’s beliefs include the knowledge about other agents as well models of itself. Desires are the agent’s motivations for actions.

Plans are operational specifications for an agent’s actions. An agent’s plan is invoked by a trigger event (acquisition of a new belief, removal of a belief, receipt of a message, acquisition of a new goal). When invoking a plan, an agent tests whether the plan invocation pre-conditions are met and tests run-time conditions during the plan execution. The actions in the plan are organized into an action control structure, which in dMARS is a tree-like action flow. Actions could be external ones, essentially procedure calls, or internal ones of adding and removing beliefs. Abstract plans are stored in the agent’s plan library.
During agent operations certain abstract plans are selected from the library and instantiated depending on variable bindings, substitutions and unifications.

An agent’s intention is understood as a sequence of instantiated plans that an agent is committed to execute. Always while responding to a triggering external event, an agent is invoking a plan from the plan library, instantiating it and pushing into a newly created stack of intentions. In addition, when the agent responds to an internal triggering event, i.e., an event created by an internal action of some previous plan instance, then the new plan instance is pushed into the stack of the previous plan that caused the invocation of the new plan instance. An abstract architecture of a BDI agent is presented in Figure 4.

4.3 Abstract Situation-Aware BDI Agent

The current BDI models have a simple plan invocation model, where either the plan is triggered by a single event or by a single goal. Preference between these two invocation methods leads to event or goal-directed planning of actions. While the single goal directed planning satisfies the majority of the application needs, the single event directed planning does not. In the majority of cases of disaster operations planning, battlefield management, and security applications, decisions are made not on the basis of a single event, but rather correlating multiple events into a complex event and mapping it to a situation happening in the operational space. Central to our approach to extending the capabilities of the BDI agent is the introduction of situation management (BDI-SM). According to this approach, a plan is invoked by a situation rather than by a single event (Fig. 5).

The external events received by the BDI-SM agent and the events generated by the agent itself while executing the plans are correlated into compound high-level events called synthetic events. The real-time event correlation process [19] takes into account temporal, causal, spatial, and other domain-specific relations between the multiple events as well constraints existing between the information sources producing the events. The event correlation process could be an iterative multi-stage process, where some synthetic events could be used for building more complex synthetic events.

The synthetic events serve as a basis for recognizing situations taking place in the world. They are used in the triggering patterns of abstract situations while invoking them from the Situation Library. The multiple invoked situations are instantiated and are combined into an overall situational model of the world.

The situations contain either references to the plans that will be invoked by triggering conditions specified in the situations, or contain specifications for reasoning and generating plans. The steps of plan instantiation and execution are similar to those performed in the dMAS BDI model.

A different extension of the abstract BDI architecture towards situation awareness and pro-active behavior is described in [37]. The approach is based on evidence theory and the introduction of a meta-level action control mechanism in the agent’s interpretation cycle. The authors consider situations as collections of beliefs with predefined level of evidence; however the construction of situations is handled outside the agent’s interpretation cycle and is not discussed.

BDI agents are used with a team of human agents (operators) to resolve joint human-machine situation awareness capability in [40]. The proposed solution is based on the JACK BDI agent implementation [16].
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Fig. 6. Correlation interconnection types

4.4 Event Correlation Process in BDI-SM Agents

Event correlation is considered to be one of the key technologies in recognizing complex multi-source events. We are using event correlation as a major tool leading to situation recognition. As it will be shown later, the importance of the event correlation process influenced us to introduce a special type of event correlation agent.

The task of event correlation can be defined as a conceptual interpretation procedure in the sense that a new meaning is assigned to a set of events that happen within a predefined time interval [21]. The conceptual interpretation procedure could stretch from a trivial task of event filtering to perception of complex situational patterns occurring in the World. The act of recognition of a new situation by the correlation procedure could be formally handled as a synthetic event, and as such, it is a subject for further correlation.

The process of building correlations from correlations allows the formation of a complex fabric of multiple inter-connected correlation processes, suitable for the paradigm of integrated distributed cognition and collective behavior that is proposed in this paper. In the “correlation fabric” we will consider several basic connections between correlation processes as shown in Figure 6. Intermixing between
different correlation connections creates a flexible and scalable environment for complex situation modeling and awareness solutions. While recognizing situations happening in the DSM World, the event/situation correlation process should take account of a variety of different conditions and relations occurring between the static, dynamic and mobile entities of the World. In order to match the complexity and richness of the World from the event/situation correlation perspective, we introduce the following dimensions to the correlation process:

- Spatial Dimension – geo-spatial, topological and structural relations;
- Temporal Dimension – temporal relations, time-dependent evolution and life-cycle of the entities;
- Conceptual Dimension – concept, concept classes, and concept ontologies;
- Computational Dimension – event filtering, suppression, escalation, and counting, and callable functions;
- Domain Dimension – entities, relations (including causal and action-oriented relations), constraints, policies, first principles, etc., specific to the domain;
- Logical Dimension – Predicate calculus expressions over the terms formed from the statements using the elements of the previous dimensions.

The temporal model-based event correlation technology used in this work has been developed and implemented for managing complex telecommunication networks. More details about the technology can be found in [21].

4.5 Situation Recognition and Prediction

Our approach to DSM situation recognition and prediction is to use a specific model of analogy-based reasoning called case-based reasoning (CBR), where a case is a template for some generic situation [25][29]. The formation of the library of standard case templates for representing the typical generic situations allows (a) construction of specific DSM models by selecting the appropriate case templates, (b) modifying and instantiating the selected cases with concrete parameter values, and (c) combining the instantiated cases into overall case representation of the situation. The CBR research community has developed effective solutions for tasks (a)-(c). Further, the CBR approach allows learning from experience and adapting more-or-less standard situations to accommodate the nuances of current situations.

The general operation of CBR as applied to DSM is (i) based on current information and a similarity metric, to retrieve generic situation templates from a situation library, (ii) instantiate and optionally adapt the generic situation template to fit the nuances of current information, (iii) execute the plan or decision in the adapted situation and observe the results, and (iv) enter the adapted situation and results back into the situation library for future use. To illustrate in the abstract, suppose a generic situation in a situation library holds a particular plan for a problem where the plan is based on the value of a variable x. Let the retrieved situation be as follows:

Given Situation S with parameter x, then

- Perform action A(x)
- Perform action B(x)
- Make decision d=C(A(x), B(x))

Here, A, B, and C may be functions that take numeric parameters or they may be inferences from symbolic parameters. In practice, an operator might find that the decision is inadequate because an additional parameter y appears that renders the decision ineffective. The introduction of the new parameter y may cause one to replace the function B(x) with a new function B(x, y), thereby improving the decision. Further, parameter x in the current situation might be some new value of x, say x'. The operator can adapt the retrieved situation using CBR adaptation methods called parameterized adaptation and critic-based adaptation. Thus, the adapted situation might be as follows:

Given situation S with parameters x' and y, then

- Perform action A(x')
- If y=null then Perform action z = B(x')
- Else Perform action z = B(x', y)
- Make decision d=C(A(x'), z)

The adapted situation that is entered in the situation library will cover future problem-solving situations in which only x is available and in which both x and y are available. Also, it is expected that further experiences with situation S will enhance the knowledge required to perform tasks in future situations that are similar to S. In this way, the system's knowledge is improved with experience.

This abstract example demonstrates three features of cognitive situation-aware agents: First, it demonstrates how such agents exhibit a degree of learning with use. Once a retrieved case is adapted and improved upon, the adapted case is retained in the case library for future use. Some CBR-based agents employ master cases in which the totality of experiences with a problem is recorded in one case, while other CBR-based agents record individual experiences in individual cases. Both approaches provide learning capabilities in situation-aware agents.

Second, it demonstrates how alternative situations can be ranked with confidence factors based on the available information -- the situation produced when both x and y are available would be of higher confidence than a situation produced when only x is available, all else being equal. Third, it demonstrates how the system may uncover impediments or opportunities -- the situation template may be retrieved when only x is available, whereupon the system discovers an opportunity for a more refined decision if y were available, and thus generates a request accordingly.

5. ONTOLOGIES FOR BDI-SM AGENTS

Situation management is a knowledge intensive process and central to this process is situation knowledge...
representation, i.e., how to effectively and efficiently describe entities, relations, situations, goals, and reasoning processes related to situation modeling and reasoning. One of the most effective tools for handling knowledge is ontology. Informally, ontology is a set of concepts which define the domain entities and relations between them. Ontology can be expressed using text, graphs, structured data, or tables. Formally, ontology is often expressed using languages based on first (or higher) order predicate calculus, so that detailed, accurate, consistent, sound, and meaningful distinctions can be made among the entities, properties, and relations. The roots of ontology as a knowledge representation method can be found in semantic networks as well as in frame representation languages.

The Semantic Web community with the development of the Web Ontology Language (OWL) has made significant progress in formal ontology specification. OWL has been used with moderate success for describing situations; however the lack of explicit declarations for describing the dynamic components of situation management (events, situations, time, temporal relations, situation transitions, etc.) limits the expressiveness of OWL. Recent extensions to OWL have expanded its rule-based reasoning capabilities (SWRL – the Semantic Web Rule Language).

There are three major components to an ontology: (a) vocabulary - the set of terms of the modeled domain; (b) structure - statements formed by terms and relations between them; and (c) rules for semantic interpretation of the statements. Ontologies have multiple dimensions, depending on different application domains as well the level of abstraction of the concepts that the ontology represents. Regarding those dimensions, the following types of ontologies can be defined:

- Core ontologies – definitions of general concepts that have a wide scope of validity and usually represent the basic concepts and the first principles of the domain. Usually, core ontologies represent theoretical or abstract concepts like entity, relation, attribute, time, goal, list, and set.
- Domain ontologies – describe the concepts of a particular application domain such as medical or transportation. Domain ontologies might form complex multi-level hierarchies of component ontologies, e.g. medical ontology, clinical ontology, internal medicine ontology, cardiology ontology.
- Situation ontologies – describe typical time-dependent states of the entities and relations between them, e.g. road condition ontology, infrastructure damage situation ontology.

Figure 7 depicts three (simplified) related ontologies: Patient Ontology, Hospital Ontology and Medical Relief Operations Ontology. The Patient Ontology illustrates only a class hierarchy between the entities, the Hospital Ontology shows some complex class, structural, and domain-specific relations between the entities. For example, the entity Clinical Service contains four entities (hospital divisions: Internal Medicine, Surgery Ward, Gastroenterology and Cardiology divisions. The entity Clinical Service is by itself a class of Service and at the same time Reception Ward and Radiology & Radiotherapy provide services to the Clinical Service.

Figure 7 underlines an important aspect of organizing knowledge: structuring of knowledge using multiple inter-related ontologies. One challenge in building multiple ontologies is semantic consistency of terms (entities).

There are extensive resources on medical taxonomies, disease classification, and medical dictionaries. Organizations such as the World Health Organization (WHO), the US National Library of Medicine, and the US Centers for Disease Control and Prevention maintain and publish these taxonomies. In addition, taxonomies and processes for disaster recovery have been developed [10][29]. Ontologies used for Situation Management and BDI-SM agents should directly follow the classification models and vocabulary used today by disaster relief personnel. Such ontologies have an extensive set of concepts and are large and complex. A detailed discussion of disaster relief ontologies is beyond the scope of this paper.

6. PLATFORM AND AGENT ARCHITECTURE

6.1 Integration considerations

Many agent platforms have supported the BDI model, including PRS [38], Open-PRS [18], UM-PRS [24], JACK [16], JAM [17], Jason [22] and Jadex [2]. The integration of situation management with a BDI agent platform should enhance scalability of the event processing capability of the platform and provide a representation match between
the belief representation used by the BDI agents and the situation representation provided by the situation manager.

6.2 Multiple agent platforms

In the application domains of interest, various agent platforms will be deployed and should interoperate. As an example, in disaster recovery multiple teams from various jurisdictions and agencies will enter the disaster area with their staff, equipment, and supplies. These teams would typically have sensing and analysis equipment with semantic level functions enabled by agent platforms. However it is unlikely that all jurisdictions and agencies will use a common agent platform. Instead, there should be mechanisms by which different agent platforms interoperate.

FIPA (Foundation for Intelligent Agents) [13] provides interoperability between agent platforms and a directory mechanism by which agent platforms can discover other agent services. Important features of FIPA specifications include 1) a generic message transport by which FIPA-compliant agent platforms (AP) connect, 2) ability for nomadic agents to adapt to changing network conditions using monitor and control agents, 3) a formal agent communication language based on a set of defined communicative acts and a method by which agents can establish a common ontology for communication. In addition, FIPA defines an experimental specification for an ontology service by which agents can share an ontology and translate between different ontologies. Note that FIPA does not currently specify ontologies for application domains.

In addition to the FIPA interoperability mechanisms, it is necessary that agents in different agent platforms be able to share situations and events. Continuing the example from disaster recovery, mobile teams in the field may have separate BDI-SM agent platforms. Each team may want to coordinate with other teams, and also communicate to control centers which provide overall direction. To meet this requirement, the situation management function can chain to other situation management instances on other platforms (Figure 8). Message interoperability between different BDI-SM agent platforms can be enabled by the FIPA mechanisms described previously. The specific types of situations and events that are propagated could be determined through negotiation between the respective sets of agents on each platform.
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7. SCALABILITY THROUGH COUPLING TO LARGE-SCALE PEER-TO-PEER OVERLAYS

In large scale disaster recovery, we expect many relief personnel and their equipment to be agent-enabled. The population of relief personnel will vary widely during the relief operation due to ramp-up time, down-time, and changing needs during different stages of the relief operation. Further there will be many jurisdictions cooperating in the operations efforts, each collecting real-time events and situations and performing command and control for its jurisdiction.

These characteristics of the information distribution, equipment connectivity and scale of operation are well met by a peer-to-peer architecture. The common characteristics of peer-to-peer systems include 1) elimination of dependence on servers with their inherent scalability issues, 2) self-organization, 3) adaptability to changing population of peers, 4) heterogeneous peer populations. There are many designs for peer-to-peer overlays (see [27] for a recent survey) and several commercial deployments which scale to millions of simultaneously connected peers.

Thus there has been growing interest in coupling agent platforms with peer-to-peer overlays. In [7] we describe the coupling of FIPA-compatible agent platforms with peer-to-peer service overlay. In this design, the agent platform retains its functionality for semantic level discovery, while the peer-to-peer overlay provides keyword search, self-organization, and scalability. Here we focus on how BDI-SM agents on multiple platforms discover, subscribe to situations developing on different platforms, and share events. As shown in Figure 8, there are four layers at each peer:

- Peer-to-Peer (P2P) Layer: Connects each networked device to the P2P overlay network using a DHT-type overlay.
- P2P Service Oriented layer: Implements service discovery and advertisement mechanisms through the P2P overlay so that agents and the agent platform can advertise and discover other agent platforms and their services.
- Agent Platform: A set of common services used by all agents on that platform, including FIPA-compliant services such as agent management and agent directories, and the situation manager and event correlation functions needed for situation management.
- BDI-SM agents: Through integration with the situation manager and event correlation function, implement the agent behavior for the disaster situation management.

BDI-SM agents on a single agent platform discover and associate with each other using the agent platform directory services. The event correlation function processes incoming events from directly connected fusion layer and local event sources. Each BDI-SM agent can push events to the event correlation function. Situations are managed by the situation manager (SM) and each BDI-SM can directly access situations maintained by that platform's situation manager.

Each agent platform is integrated with the peer-to-peer (P2P) Distributed Hash Table (DHT) and overlay routing algorithm. The DHT is a generic indexing mechanism on top of which a variety of discovery and search methods can be built. This permits the following type of search activities between different agent platforms:

- The arrival and departure of agents and agent platforms can be detected.
- Agent services can be discovered by agents on other platforms.
- A situation manager can advertise situation instances and situation meta information.
- An event correlator can advertise event types and event history information.

In addition, an agent, situation manager and event correlator can use the P2P publish/subscribe mechanism to be dynamically informed of new agents, situations, and events of interest.

In summary, the P2P overlay provides a generic message routing and indexing mechanism. A variety of DHT overlays have been shown to have highly scalable indexing behavior, and can maintain operation under a significant degree of churn. As argued by Buford and Burg in [7], this complements agent platform architectures which provide semantically rich discovery and communication mechanisms without large scalability and ability to operate in dynamic network environments. This is particularly important for DSM which are characterized by large scale, multi-domain operations with dynamic teams and infrastructure.

A different approach based on the Java virtual machine implementation is taken in the Cougaar system [15], which is based on an open scalable architecture and has experimented with a thousand agent nodes. However, Cougaar is not FIPA compatible, and this requires all agents to be based on Cougaar.

8. RELATED WORK

The application of MAS technology to DSM has been the subject of a growing amount of research. An automated planner for coordinating the actions of multiple agents engaged in emergency response is described in [32]. The proposed method of inter-agent emergency response coordination is an effective solution for relatively simple coordination tasks, which could be described as a list of pre-defined actions. A MAS in which multiple agents explore sections of a damaged building with the goal of updating a topological map of the building with safe routes is discussed in [39]. The proposed approach is an interesting one, however is more suited for environments, which are static during the emergency operations. A MAS using web services is discussed in [34], in which the goal of the MAS is to detect possible emergencies and to suggest possible courses of action. The convergence of two disaster management systems is described in [42], wherein...
the first system facilitates the surveillance of a remote geographical area and the second system provides a model of infectious diseases. Seen as a large-grain MAS, the two systems collaborate to infer potential outbreaks of infectious disease and appropriate response strategies. In [23], research is described towards building more robust and resilient multi-agent systems for future applications in disaster management.

Several recent experimental systems use the elements of situation awareness and information fusion for implementing the functions of disaster situation management. Llinas [26] describes a research agenda for using the methods of cognitive information fusion for building intelligent systems for man made and natural disasters management, while Scott and Rogova [35] present a concrete architecture of those systems. Both papers are focused on the tasks of emergency situation analysis with less emphasis on situation action planning and control. Smirnov et al. [36] describe an interesting solution for building a knowledge-driven evacuation operation system, where the chief result is based on introduction of an application ontology. The methods of recognition of complex situations are based on a logical constraint satisfaction algorithms. The method is an effective one when there are a relatively small number of constraints. A method which uses domain ontology and analogical Case-Based Reasoning in urban transportation situation and threat monitoring has been described by the authors in [5].

9. CONCLUSION

We have addressed two important challenges in developing automated disaster relief operations: distributed event-driven cognitive processing and scalability to thousands of interacting agent platforms. To address existing limitations of event-driven cognitive processing, we extended the Belief-Desire-Intention model with the capability of situation awareness. We described how the key functions of event collection, situation identification, and situation assessment are implemented in MAS architecture suitable to the characteristics of large-scale disaster recovery. To address the scalability limitations of agent systems, we described an integrated agent platform with peer-to-peer overlay which combines the semantic discovery mechanisms of agent systems with scalability to millions of nodes of peer-to-peer overlays.

This paper made the following contributions:

- We positioned the problem of disaster relief operations within the paradigm of Situation Management
- We summarized the formal properties of Situation Management for disaster recovery
- We described BDI-SM, our modified Belief-Desire-Intention (BDI) Situation Management (SM) agent model which achieves situation management at the agent and agent system level, that is, achieves the reactive cognitive agent model that we argue is required for DSM.
- We described the coupling of large-scale peer-to-peer overlays with BDI-SM agent systems to address the scalability requirement of large-scale disaster relief operations.

Although it is an important problem in DSM, the issues of how situation assessment reflects on knowledge and events about the state of its own data collection infrastructure, as might be impacted in a disaster, is not discussed in this paper (for details about reflective situation management see [9]). Further, the situation assessment function is assumed to use techniques for reasoning with incomplete information characteristic of this type of environment. These techniques permit incomplete and possibly inconsistent situations with different probabilities and event support to be maintained and changed as new information arrives.
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