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Abstract—This paper proposes a method for cardiac arrhythmias recognition using fractal transformation (FT) and neural network based classifier. Iterated function system (IFS) uses the non-linear interpolation in the map and FT with fractal dimension (FD) is used to construct various fractal patterns, including supra-ventricular ectopic beat, bundle branch ectopic beat, and ventricular ectopic beat. Probabilistic neural network (PNN) is used to recognize normal heartbeat and multiple cardiac arrhythmias. The proposed classifier is tested using the MIT-BIH (Massachusetts Institute of Technology-Beth Israel Hospital) arrhythmia database. Compared with other method, the results will show the efficiency of the proposed method, and also show high accuracy for recognizing electrocardiogram (ECG) signals.
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1. Introduction

ECG signal is a recording of the cardiac-induced skin potentials at the body’s surface, reveals information of atrial and ventricular electrical activity. The electrical activity of heartbeat is influenced by many physiological mechanisms. Electrocardiography is used to diagnose the variety of pathologies that affect the cardiovascular system, and serve to expose and distinguish cardiac dysfunction [1]. Cardiac arrhythmias are not fatal diseases but may require therapy to prevent further problems. Electrocardiograph (Holter recorder) is used to record the electrical activity with surface electrodes on the chest, such as devices can record large amounts of signals, but do not automatically classify abnormalities and require off-line analysis. An ECG signal consists of P-wave, QRS complexes, and T-wave. QRS complex is the information for cardiac arrhythmias classification. For developing automated detector, diagnostic methods have been applied to detect cardiac arrhythmias with time domain, frequency domain, and time-frequency domain techniques. Different electrical potentials of the heartbeat provide the information of disturbances in the normal electrical activity. In the time domain, ECG features are heartbeat interval (RR-interval), amplitude parameters (QRS, ST, P, Q, R, & S), duration parameters (PR, QRS, & QT), QRS morphology, combined parameters, and area of QRS complex, etc. [2]-[3]. For frequency-domain technique, power spectra of the QRS complex are found at 4, 8, 12, 16, and 20Hz. The spectrum has the maximum amplitude at 4Hz in ventricular tachycardia (VT), and its amplitude decreases as the frequency increases [4]. In the time-frequency technique, wavelet transform (WT) has applied to extract the features of cardiac arrhythmias by using discrete wavelet transform [5]-[6]. WT is robust to time-varying signal analysis, but it is not capable of recognition. Artificial-intelligent (AI) methods have been proposed to classify the cardiac abnormalities including artificial neural network (ANN) [4], wavelet neural networks [5]-[7], Fuzzy hybrid neural networks [8], and grey relational analysis [9].

Time-frequency domain technique has proposed to analyze the time-varying signals. However, it needs to choose wavelet shape, wavelet type, and determine the wavelet coefficients. The ANN approach is well known for its learning and recognition ability, and provides promising results in pattern recognition and diagnosis classification tasks. Traditional neural networks are limited to the problems of determining architectures of supervised learning. The local minimum problem, slow learning speed, and the weight interferences between different patterns are the major drawbacks. Considering these limitations, nonlinear interpolation fractal model and probabilistic neural network (PNN) are employed to develop a classifier. Nonlinear interpolation function transforms segment maps to the fractal features of typical cardiac arrhythmias. PNN is used to recognize normal and abnormal ECG signals.

According to the Association for the Advancement of Medical Instrumentation (AAMI) [2] recommended standard, heartbeat classes are recommended including the normal beat, supra-ventricular ectopic beat, bundle branch ectopic beat, ventricular ectopic beat, fusion beat, and unknown beat. Test data are obtained form MIT-BIH arrhythmias database. The results will show computational efficiency and accurate recognition for recognizing ECG signals.

2. Mathematical Method Description

2.1 Fractal Transformation (FT)

Iterated function system (IFS) has been proposed for signal modeling. An IFS is simple in form and capable of producing complicated functions which are fractal in nature [10]-[11]. It has been used to create images and various waveforms that resemble those found naturally. The fractal method of modeling data involves selecting interpolation points from the sampling data and creating IFS maps. These maps can be used to recreate the
original data. An IFS is a finite set of contraction mappings for interpreting the data to be modeled as a graph. In modeling the graph of a function or data sequence \( x[n], n=1, 2, 3, \ldots, N \), the \( P \) interpolation maps, \( w_j, j=1, 2, 3, \ldots, P \), can be presented as [10]-[11]

\[
w_j\left(\begin{bmatrix} n \\ x[n] \end{bmatrix}\right) = \begin{bmatrix} a_j \\ b_j \\ \vdots \\ c_j \\ d_j \end{bmatrix} \begin{bmatrix} n \\ x[n] \end{bmatrix} + \begin{bmatrix} e_j \\ f_j \end{bmatrix}
\]

Equation (1) can be separated into two equations \( w_j(n) \) and \( w_j(x[n]) \). The \( b_j \) term is set to be zero, confirming that the resulting attractor is single-valued. The interpolation points fix the \( a_j \) and \( e_j \) terms as [12]

\[
a_j = \frac{M_{j2}-M_{j1}}{N-1}, \quad e_j = M_{j1}
\]

For each \( j \), the \( w_j \) maps the data sequence \( x[n] \) onto the subsequences with interpolation points \( M_j \) in the interval \([M_{j1}, M_{j2}]\), and the maps can be constructed adjacently. The method has two stages: first to determine the interpolation points, and second to determine the best map parameters. The remaining map parameters \( c_j, d_j, f_j \) can be solved by minimizing the sum of squared errors between the transformed data and the original data in the range of the \( j \)th map, and can be justified by the Collage Theorem [13]:

\[
e_j = \sum_{i=M_{j1}}^{M_{j2}} (w_j(x[n]) - x[i])^2
\]

where \( n = \text{int}\left(\frac{i-M_{j1}}{M_{j2}-M_{j1}}(N-1)\right) \), and \( M_j=M_{j2}-M_{j1}+1 \).

IFS is implemented with similarity maps, the resulting data is “self-similarity”. To improve the self-similarity constraint, nonlinear interpolation is used in the maps and makes the model flexibility. The remaining map parameters \( c_j, d_j, f_j, g_j \) and \( h_j \) can be solved by

\[
\sum_{i=1}^{M_j} \begin{bmatrix} c_j \\ d_j \\ g_j \\ h_j \end{bmatrix} \begin{bmatrix} S_j \cdot S_j^T \end{bmatrix} = \begin{bmatrix} c_j \\ d_j \\ g_j \\ h_j \end{bmatrix} \sum_{i=1}^{M_j} S_j \cdot x[i]
\]

For \( j \) maps, \( j=1, 2, 3, \ldots, P \), data sequence \( x[i], i=1, 2, 3, \ldots, M_j \) onto each fractal map can be modified as

\[
\phi_{ji} = c_jn^e_d + d_jx[i] + f_j + g_jn^f + h_jn^h
\]

where \( D \) is fractal dimension (FD) and has a dimension between 1 and 2. Fractal dimension will changes ECG signals to fractal features at different scales. Input sequences \( x[i] \) are the sample data from the QRS complexes. Fractal maps can be constructed as

\[
\Phi(\phi_{ji}) = \bigcup_{j=1}^{P} \phi_{ji}, \quad i=1, 2, 3, \ldots, M_j
\]

Equation (7) is used to extract the features from the ECG signals, and equation (8) is applied to construct the fractal features of normal beat and abnormal beat, as

\[
\Phi(k) = [\phi_{k1}, \ldots, \phi_{k11}, \ldots, \phi_{k1}, \ldots, \phi_{k11}, \ldots, \phi_{k2}, \ldots, \phi_{k2}, \ldots, \phi_{k2}, \ldots, \phi_{kM_k}], \quad k=1, 2, 3, \ldots, K
\]

where \( K \) is the number of training data for neural network. These cardiac features include the normal beat (●), atrial premature beat (A), premature ventricular contraction (V), right bundle branch block beat (R), left bundle branch block beat (L), paced beat (P), and fusion of paced and normal beat (F).

### 2.2 Probabilistic Neural Network (PNN)

Probabilistic neural network (PNN) consists of input, hidden, summation, and output layer is shown in Figure 1. The input vector \( \Phi=[\phi_{11}, \ldots, \phi_{11}, \ldots, \phi_{M_1}, \ldots, \phi_{M_2}, \ldots, \phi_{k1}, \ldots, \phi_{kM_k}] \) is connected to the PNN, and inputs are the fractal features from the QRS complexes. The number of hidden nodes \( H_k \) (\( k=1, 2, 3, \ldots, K \)) is equal to the number of training data, while the number of summation nodes \( S \) and output nodes \( O \) (\( r=1, 2, 3, \ldots, m \)) equals to the classified types. The weights \( w_{ki}^{HI} \) (connecting the hidden nodes and the input nodes) and \( w_{ki}^{HS} \) (connecting the summation nodes and the hidden nodes) are determined by \( K \) input-output training pairs. The final output of node \( O \) is [14]

\[
H_k = \exp\left[\sum_{k=1}^{K} \frac{(\phi_{ji} - w_{ki}^{HI})^2}{2\sigma_k^2}\right]
\]
The optimal $\sigma_k$ is intended to minimize the predicted squared error function $e_t(\varphi, T) = (T_t - O_t(\varphi))^2$, where $T_t$ is the desired output for input vector $\Phi$. The optimization method is used to adjust parameter $\sigma_k$ with iteration process [14]-[15], as in equation (11)

$$\sigma_{k}(Itr+1) = \sigma_{k}(Itr) + \eta \frac{\partial e_t(\varphi, T)}{\partial \sigma_k}$$

where $\eta$ is the learning rate, and $Itr$ is the iteration number. The algorithm of the PNN contains two stages: “Learning Stage” and “Recalling Stage”, as detailed below.

### 2.2.1. Learning Stage

Step 1) For each training data $\Phi(k) = [\varphi_1(k), ..., \varphi_{M1}(k), ..., \varphi_1(k), ..., \varphi_{M2}(k), ..., \varphi_1(k), ..., \varphi_{Mn}(k)]$, $k = 1, 2, 3, ..., K$, $i = 1, 2, 3, ..., M_i$, and $j = 1, 2, 3, ..., P$, create weights $w_{kij}$ between input node and hidden node by

$$w_{kij}^{IH} = \Phi(k)$$

Step 2) Create weights $w_{kij}$ between hidden node $H_k$ and summation node $S_t$, by

$$w_{kij}^{HS} = \begin{cases} 1 & (t = 1, 2, 3, ..., m) \\ 0 & \text{otherwise} \end{cases}$$

where the values of $w_{kij}^{HS}$ are the predicted outputs associated with each stored pattern $w_{kiji}$. Connection weights from hidden nodes $H_k$ to summation node $\Sigma$ are set 1.

### 2.2.2. Recalling Stage

Step 1) Get network weights $w_{kij}^{IH}$ and $w_{kij}^{HS}$.

Step 2) Apply test vector $X = [x_{11}, ..., x_{1M_1}, ..., x_{i1}, ..., x_{iM_i}, ..., x_{j1}, ..., x_{jM_j}]$ to the fractal transformation function. Compute the fractal features $\Phi$ by

$$\varphi_j = c_j h^{d_{j1}} x_j + f_j + g_j \sin \left( \frac{\pi j}{D} \right) + h_j \sin \left( \frac{2\pi j}{D} \right)$$

$$\Phi(\varphi_j) = \sum_{j=1}^{P} \varphi_j, \quad i = 1, 2, 3, ..., M_i$$

Step 3) Compute the output of hidden node $H_k$, $k = 1, 2, 3, ..., K$, by Gaussian activation function

$$H_k = \exp \left[ -\frac{\sum_{k=1}^{K} (\varphi_{ji} - w_{kij}^{IH})^2}{2\sigma^2} \right]$$

where $\sigma_1 = \sigma_2 = ... = \sigma_i = ... = \sigma_K = \sigma$, the optimal value can be obtained by using optimization method.

Step 4) Compute the outputs of node $O_t$ by using the equation (10).

### 3. Features Creation

In this study, the datasets of QRS complexes are taken from the MIT-BIH arrhythmias database (from Record 100 to Record 233) [16]. The subjects are 25 men aged 32 to 89 years, and 22 women aged 23 to 89 years. The records include complex ventricular, junctional, supra-ventricular arrhythmias, and conduction abnormalities. According to the AAMI recommended standard [2], the cardiac disorders can be classified into seven categories. In these records, the upper signal is a modified limb lead II (ML II), and the lower signal is a modified lead V1 (Occasionally V2 or V5, and in one instance V4). ECG has come to Excel workspace at visually interpreting the form of the ECG wave pattern and has become adept at different diagnoses. An ECG signal represents the changes in electrical potential during the heartbeat as recorded with non-invasive electrodes on the limbs and chest; a typical ECG signal consists of the P-wave, QRS complex and T-wave. The morphology of ECG signal varies with rhythm origin and conduction path. When the activation pulse originates in the ventricle and does not travel through the normal conduction path, the QRS complex becomes distorted morphological features. The QRS complex is some distinct information in heart-rate monitoring and cardiac diseases diagnosis.

In the preprocessing step, R-wave peak are detected by the peak detection algorithm or Tompkins algorithm [4, 17]. R-wave peak detection begins by scanning for local maxima in the absolute value of ECG data. For certain window duration, the searching continues to look for a larger value. If this search finishes without finding a larger maximum, the current maximum is assigned as the R-wave peak [4]. Centered on the detected R-wave peak, the QRS complex portion is extracted by applying a window of 280ms, and P-wave and T-wave are excluded by this window duration. Based on 180 sampling rate, 50 samples can be acquired around the R-wave peak (Sampling point $N=50$, 25 points before and 25 points after). After sampling and analog-to-digital conversion individual QRS complexes are extracted in the time-domain. Each sample is preprocessed by removing the mean value to eliminate the offset effect and dividing with the standard deviation. Overall QRS complexes could be selected from patient numbers 100, 103, 107, 109, 111, 118 119, 124, 200, 202, 207, 209, 212, 213, 214, 217, 221, 231, 232, and 233. From subject records, 43 QRS complexes are picked up and classified into seven types. Symptomatic patterns are produced by the nonlinear interpolation function and linear interpolation function. Centered on the R-wave peak, the QRS complex of normal beat (Patient Number: 200) can be divided into two segments, segment number $j=1$, 2, and...
Table 1. The remaining map parameters of linear and nonlinear interpolation function

<table>
<thead>
<tr>
<th>Model</th>
<th>Fractal Map Parameter</th>
<th>Remaining Map Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonlinear Interpolation</td>
<td>( \phi_1 = -0.9005 )</td>
<td>( c_1 = 0.8253 )</td>
</tr>
<tr>
<td></td>
<td>( \phi_2 = -0.5080 )</td>
<td>( d_1 = 0.8810 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( f_1 = -0.1110 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( g_1 = 0.5657 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( h_1 = -0.1246 )</td>
</tr>
<tr>
<td>Linear Interpolation</td>
<td>( \phi_1 = -0.0093 )</td>
<td>( c_2 = 0.0091 )</td>
</tr>
<tr>
<td></td>
<td>( \phi_2 = 0.4397 )</td>
<td>( d_2 = 0.6946 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( f_2 = 0.5213 )</td>
</tr>
</tbody>
</table>

Note: Linear Interpolation Function: \( \phi_j \) = \( c_j + d_j A[i] + f_j A[j] \) for \( j = 1, 2 \).

\[
\sum_{i=1}^{M_j} [S_i \cdot S_i^T] d_j = \sum_{i=1}^{M_j} S_i \cdot x[i], \quad S_i = [i \ x[i] \ 1]^T.
\]

Figure 2. Fractal features extraction using nonlinear interpolation function with various fractal dimensions.

The remaining map parameters can be solved by equation (5). Fractional patterns are constructed with equations (6) and (7). By using fractal dimension between 1.0 and 2.0, fractional patterns with various fractal dimensions are shown in Figure 2. Nonlinear interpolation function with fractal dimension \( D = 1.6 \) is chosen in this study, and the related remaining map parameters are shown in Table 1. With the same samples, the parameters of linear interpolation are solved and also shown in Table 1. Fractal symptomatic patterns with nonlinear and linear interpolation functions are shown in Figure 2. Overall values of fractal patterns in Figure 3 are outside the interval \([-4, 4]\) for the classification of seven classes, the associated classes could be expressed as weighting factors. The weights \( w_k \) for \( k = 1, 2, 3, \ldots, 25 \) are encoded as binary values by equation (12) with signal “1” for belonging to Class \( m \) and the rest of the weights are zero. The PNN contains 50 input nodes, 25 hidden nodes, 8 summation nodes, and 7 output nodes. The selection sort is applied to find the maximum value that indicates the arrhythmic type. The output values are between 0 and 1, where a value close to 1 means “Normal” and close to 0 means “Abnormal”.

4. Experiment Results

The proposed detection method was developed on a
Figure 5. (a) ECG signals of normal beat and V (Record 119, ML II Signal) (b) Symptomatic patterns of normal (●) beat and V

Figure 4. Squared errors and smoothing parameters versus learning cycles

Table 2. The results of multiple cardiac arrhythmias

<table>
<thead>
<tr>
<th>Record</th>
<th>Number of Arrhythmias</th>
<th>CPU Time (sec)</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>107</td>
<td>100 0 0 0 0 96 1</td>
<td>1.097</td>
<td>96</td>
</tr>
<tr>
<td>Test1</td>
<td>0 3 0 0 0 96 4</td>
<td>1.105</td>
<td>96</td>
</tr>
<tr>
<td>Test2</td>
<td>0 0 0 0 0 96 4</td>
<td>1.105</td>
<td>96</td>
</tr>
<tr>
<td>119</td>
<td>75 25 0 0 0 0 0</td>
<td>1.100</td>
<td>100</td>
</tr>
<tr>
<td>Test1</td>
<td>75 25 0 0 0 0 0</td>
<td>1.100</td>
<td>100</td>
</tr>
<tr>
<td>Test2</td>
<td>75 25 0 0 0 0 0</td>
<td>1.110</td>
<td>100</td>
</tr>
<tr>
<td>200</td>
<td>62 38 0 0 0 0 0</td>
<td>1.134</td>
<td>93</td>
</tr>
<tr>
<td>Test1</td>
<td>61 32 0 1 6 0 0</td>
<td>1.134</td>
<td>93</td>
</tr>
<tr>
<td>Test2</td>
<td>60 32 0 1 5 0 0</td>
<td>1.191</td>
<td>92</td>
</tr>
<tr>
<td>212</td>
<td>5 0 0 0 95 0 0</td>
<td>1.169</td>
<td>100</td>
</tr>
<tr>
<td>Test1</td>
<td>5 0 0 0 95 0 0</td>
<td>1.169</td>
<td>100</td>
</tr>
<tr>
<td>Test2</td>
<td>5 0 0 0 95 0 0</td>
<td>1.125</td>
<td>100</td>
</tr>
<tr>
<td>214</td>
<td>0 5 0 95 0 0 0</td>
<td>1.187</td>
<td>96</td>
</tr>
<tr>
<td>Test1</td>
<td>1 4 1 92 2 0 0</td>
<td>1.187</td>
<td>96</td>
</tr>
<tr>
<td>Test2</td>
<td>1 5 3 91 0 0 0</td>
<td>1.150</td>
<td>96</td>
</tr>
<tr>
<td>217</td>
<td>0 3 0 0 94 3 0</td>
<td>1.197</td>
<td>96</td>
</tr>
<tr>
<td>Test1</td>
<td>1 3 0 0 91 5 0</td>
<td>1.197</td>
<td>96</td>
</tr>
<tr>
<td>Test2</td>
<td>1 3 0 0 90 6 0</td>
<td>1.197</td>
<td>96</td>
</tr>
</tbody>
</table>

Note: (1) Accuracy(%)=(Nr/Nt)×100, the overall accuracy is the fraction of the total heartbeats correctly classified. (2) Nr: the number of correctly discriminated beats; Nt: total number of heartbeats.

The features are used for extraction from QRS complexes within the movable window with each shift in time. The content of each window is applied to the proposed diagnostic procedure. Figure 5 shows the ECG
signals of normal heartbeat (●) and premature ventricular contraction (V) in the time domain and the symptomatic patterns, respectively. After feature extraction with nonlinear interpolation function, the same types always have similar symptomatic patterns. When a QRS complex has different pathological shape in the QR-segment or RS-segment due to rhythm origin and conduction abnormalities, the differences (Difference\(_M\) = Φ\(_{Nor}(M)\)-Φ\(_{M}(M)\), \(j=1, 2\)) will obviously reveal the rise or dip characteristics as shown in Figure 5. For example, using 100 heartbeats (about 1.5 min long) of the patient numbers 119 and 200 containing normal beats and V-beats, Test 1 show that the overall accuracies are 100% and 93% as shown in Table 2, respectively. For patient number 200, the processes recognized 38 V-beats with 6 failures, and the expect sensitivities as the fraction of the class V correctly classified are respectively 100% and 80%, and the specificity for normal heartbeats is 100%. The results confirm that the major class is premature ventricular contraction.

Ventricular ectopic beats are multiform waveforms, and are different for different patients and even for the same patient or for the same type. Patient number 200 is a special case, including ventricular bigeminy ((BB), ventricular, ventricular tachycardia ((VT), and are occasional bursts of high-frequency noise in the ECG signals [16]. These signals may be disturbed by noise such as power line interference (50 Hz/60 Hz interference). The proposed method does not promise results with 100% accuracy due to some (B-beats are similar to R-beats and severe noise. Test 2 shows the results of ECG signals involving noisy interference as shown in Table 2. In clinical diagnosis, positive predictivity (PP) of more than 80% is obtained to quantify the performance of proposed method without or with a noisy background. The inclusion of the irregular beats slightly affects the efficiency of the proposed method. In the real world, the notch filter can be used to remove unwanted frequency interference and artifact noise. This can support that the proposed method can work under a noisy environment for the diagnosis.

4.2 Multiple Cardiac Arrhythmias

Clinical diagnostic subjects have multiple cardiac arrhythmias such as supraventricular ectopic beat, ventricular ectopic beat, bundle branch ectopic beat, fusion, and paced beats. For example, patient numbers 214 and 217 have premature ventricular contraction (V), left bundle branch block beat (L), paced beat (P), and fusion of paced and normal beat (F). As seen in Table 2, the results of Test 1 confirm that the major cardiac arrhythmias are class L and class P. The processes recognized 95 L-beats with three failures, and 94 P-beats with four failures. The sensitivity (SE) is defined as SE=TP/(TP+FN), TP defines beats that have been correctly assigned to a certain class. FN occurs when beats should have been assigned to that class but are missed and assigned to another class. The SEs for major ectopic beats are 96.93% and 96.90%, and the overall accuracies are 96% and 97%, respectively. Test 2 shows the results of multiple cardiac arrhythmias involving

<table>
<thead>
<tr>
<th>Method</th>
<th>Network Topology</th>
<th>Training Patterns</th>
<th>Learning Rate (\eta)</th>
<th>Learning Cycles</th>
<th>Average CPU Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed Method</td>
<td>50-25-8-7</td>
<td>25</td>
<td>0.1-03</td>
<td>≤10</td>
<td>0.2970</td>
</tr>
<tr>
<td>WMLNN</td>
<td>(1) 50-50-29-7</td>
<td>43</td>
<td>0.2-0.8</td>
<td>&lt;5000</td>
<td>&lt;200</td>
</tr>
</tbody>
</table>

Note: (1) \(N_{in}=N_{in}+N_{in}\); (2) \(N_{in}=N_{in}+N_{in}\). \(N_{in}\): the number of hidden node; \(N_{in}\): the number of input node; \(N_{in}\): the number of output node [7].

4.3 Compare the proposed method with WMLNN

In order to show the effectiveness of the proposed method, we have also applied the WMLNN composed of 50 wavelet nodes in the wavelet layer and a multi-layer neural network (WMLNN). For the second subnetwork, a WMLNN is used for training with the back-propagation learning algorithm. Only one hidden layer is used, and the number of hidden nodes is determined by the experience formulas [7] as shown in Table 3. The WMLNN has some limitations including very slow learning process, need iteration for determining weights and learning rates, and need to determine the network architecture such as the number of hidden layers and hidden nodes. As the number of training data increases, training process and classification efficiency become a main problem. The wavelet transform (WT) could affect reconstructed signal quality, thus the wavelet coefficients need to be chosen. Significant features are suited to classify different patterns at specific dilation and translation parameter, where dilation parameter = 3 and 50 translation parameters for extracting features under low frequency analysis, and these features are reconstructed by 50 wavelet nodes (Morlet Wavelet) to form the symptomatic patterns [7]. Owing to the data self-similarity using the FTs, the requirement of training data (from 43-set to 25-set training data), data storage, and network topology can be reduced. The non-linear interpolation function needs less parameter assignment for constructing FTs with 5 remaining map parameters for the Q-R segment and R-S segment, respectively. The outcomes of the proposed method are better than other hybrid method as shown in Table 3.

5. Conclusion

A classifier using fractal transformation (FT) and probabilistic neural network (PNN) has been developed to recognize the states of cardiac physiologic function. Iterated function system (IFS) is proposed for modeling the FT function. It consists of sinusoidal terms to the affine maps, and its form with non-integer fractal dimension (FD) acts to extract the features from QRS complexes in the time domain, including both “Q-R segment” and “R-S segment”. FT functions make fractal patterns more distinguishing between normal and ill subjects. Then PNN uses these patterns to recognize the cardiac arrhythmias with and without a noisy background.
The PNN can automatically construct the network and adjust the smoothing parameters of hidden nodes using optimization method. It has the ability to expand/reduce network structure with add-in/delete-off training patterns. With this flexible model, new patterns can be further added to the current database without the trial-and-error procedure. Compared with other method, the proposed method shows higher accuracy, faster processing time, and less data and parameters required.
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